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New Head of M&D
(by Guy Brasseur) It is with 

pleasure that I have appointed 
Dr. Christoph Heinze as the 
new Project Manager of the 
„Model and Data“ Group. 

Christoph Heinze has been 
selected by an international 
search committee after a world-
wide search.

Christoph Heinze, who until 
then worked at the National 
Environmental Research Insti-
tute of Denmark (Department of 
Marine Ecology), started his 
new job on 1 April, 2003. We 
wish Christoph Heinze all the 
best for his new tasks serving 
the national scientific commu-
nity and continuing the very 
successful work of Dr. Ulrich 
Cubasch, who recently became 
Professor at the Free University 
of Berlin. 

World Data Center (WDC) for Climate
 established in Hamburg

In this issue

Figure 1: Anomaly of January maximum wind speed in the North Atlantic – 
European sector as calculated by the ECHAM4-T106 climate model for two decades 
(1971-1980; upper leftt and 2041-2050; upper right) of the IS92a scenario.

February this year the ICSU 
Panel on World Data Centers sent 
the approval for the World Data 
Center for Climate (WDCC) in 
Hamburg. The WDCC is managed 
by M&D in close cooperation with 
the DKRZ. Operations started in 
April 2003 by publication of the 
WDCC homepage:
http://www.mad.zmaw.de/wdcc/

The homepage documents data 
content, data access, contacts and 
available services.

• User Services: A visiting scien-
tist program exists. Data process-
ing, copying and analysis facilities 
are available. Data are available on 
most media including CD-ROM, 

via Internet, and other media on 
request. On-line access via World-
wide Web is the standard method. 
FTP access is possible on request. 

• Scientific Data Management: 
The WDCC is aimed at collecting, 
scrutinizing, and disseminating 
data related to climate change on 
all time scales. Emphasis is on data 
products from climate modelling 
and related observational data. 
The WDCC focuses on geo-refer-
enced data using the operational 
CERA data and information 
system. Input is accepted in elec-
tronic form, specifics have to be 
discussed with the WDCC staff. 

• Project Support: Project data 
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management will be accomplished 
at cost price basis. Details depend 
on the individual project and have 
to be discussed with the WDCC 
staff. 

The WDCC is part of the opera-
tional CERA (Climate and Envi-
ronmental data Archiving and 
Retrieval) database system of M&D 
and DKRZ. Most data of CERA are 
available without restriction and 
are therefore part of the WDCC. 
Since there is no specific WDCC 
data portal available the standard 
CERA user interface (Fig 2)
http://mad.dkrz.de/java/CeraStart.html
is used for catalogue inspection 
and for climate data retrieval. The 
CERA data model as implemented 
by M&D contains two parts as 
realisation of the semantic climate 
data management (Fig.4). These 
two parts are the metadata or data 
catalogue and the application ori-
ented storage of climate data. 
Metadata as well as climate data 
are stored in tables of a relational 
database system. The CERA meta-
data model (Fig.3) allows for data 
search according to discipline, 
keyword, variable, project, author, 
geographical region and time 
interval and additionally for cli-
mate data retrieval. The metadata 
model is complete with respect to 
specification of data processing 
without attaching the primary 
data. The climate data are 
archived within CERA for global 
climate model results as complete 
time series of global fields from 
individual variables. Most of these 
time series can be extracted from 
the WDCC and downloaded to the 
requesting client computer. The 
data download can be scaled from 
one table entry (one global field at 
a specific time step) up to one 
complete time series of the corre-
sponding model experiment. The 
expected download size is indi-
cated in the user interface.

Most of the total data volume of 

Figure 2: The CERA graphical user interface is realised as signed Java applet 
and can be accessed with standard WWW-browsers. The GUI allows for 
catalogue inspection and climate data retrieval from the CERA database system.
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CERA and WDCC is primary data. 
Less than 2% are metadata. Pri-
mary data in CERA are structured 
into (climate model) experiments 
and datasets:
• Current database size is 14.5773 

Terabyte 
• Number of experiments:293 
• Number o datasets: 19775 
• Number of BLOBs within CERA 

at 22-APR-03 1007264826
Currently the WDCC main focus 

is set to climate model related data 
sets. Four different areas can be 
distinguished. 

• DKRZ: Climate model results 
from global and regional climate 
models calculated at DKRZ in 
Hamburg are available from the 
WDCC. This includes present-day 
climate, paleo-climate simulations 
and IPCC-scenario runs for the 
future. The ECHAM-, OPYC-, 
LSG-, HOPE or REMO models 
generate most of these data. 

• International Data Centres: 
Presently M&D administers two 
international data centres as part 
of the WDCC. The IPCC Data Dis-

tribution Centre (DDC) is run by 
the Climatic Research Unit, Uni-
versity of East Anglia (CRU) in the 
UK, by the Model and Data Group 
at the Max-Planck-Institute for 
Meteorology in Hamburg, and the 
Centre for International Earth Sci-
ence Information Network 
(CIESIN) in the USA. The DDC 
contains: the results from climate 
change experiments; observed cli-
mate and environmental data; 
socio-economic datasets; and 
accompanying scientific advice 
and technical guidance material. 
The DDC has been founded 1997 
in preparation of the Third Assess-
ment Report (TAR) and it will 
continue during the compilation 
of the Fourth Assessment Report. 
The IPCC-Data Distribution 
Centre (DDC) in Hamburg as part 
of the WDCC contains the climate 
model data basis for the IPCC 
assessment reports. The IPCC 
DDC contains model results 
(monthly means) from different 
climate modelling centres 
(CCCma, CCSR/NIES, CSIRO, 



The first WLA workshop on 
„Community models for climate 
research in Germany“ was held at 
Bremerhaven in January 2001. In 
February 2003 a first follow-up 
workshop on this topic was car-
ried out. In its first part, this sym-
posium was dedicated to an 
overview on modelling activities 
in the German climate research 
community. Impressive results 
and developments in practically 
all relevant areas of earth system 
research were presented. The dis-
cussion of the models included 
atmosphere (physics, chemistry), 
ocean (physics, biogeochemistry, 
ecosystems), and the biogeochem-
istry of the land surface. The com-
ponents ice sheet, seaice, ocean 
waves, and integrated assessment 
still need more consideration 
though they were discussed also 
during the meeting. Global as 
well as regional model versions 
were presented for each earth 
system sub-component. Next to 
general circulation models (grid 
point models, spectral models) 
also EMICS (earth system models 
of intermediate complexity) were 
presented. Model coupling was a 
further focus of the workshop. 
Extensive discussions on the 
development of standardised cou-
pling interfaces within the PRISM 
project were carried out. Its final 
goal is the establishment of an 
infrastructure, which allows easy 
versatile crosswise coupling of dif-
ferent single component models 
with each other.

On the way to a well accepted 
common model platform for the 

German climate research com-
munity still some obstacles have 
to be overcome. The „Model and 
Data Group“ will firmly further 
support this process. Among 
others, the following questions 
have to be answered and the asso-
ciate problems have to be tack-
eled:

(1) How many parallel model 
developments for each compo-
nent model should be supported ? 
We returned to the approach of 
the „minimal multitude“. Accord-
ing to this approach, at present, 
not yet one single model for an 
earth system component can be 
selected as the „best“ or „best 
suited“ component, but an appro-
priate prioritised choice of models 
among the available initiatives 
must be made.

(2) Can the goal of a single cen-
tral community model system be 
realised, a system which would be 
supported with highest priority ? 
In order to re-establish the 
German climate research more 
clearly as a „global player“ and to 
keep that status, the focussed sup-
port of one single community 
model system makes sense and 
may even be necessary. If the 
selection of respective model 
components from the existing 
pool cannot be made ‚ad hoc‘, the 
standardised coupling of differ-
ent models provides the alterna-
tive to let such a selection be the 
result of an evolutionary process. 
A further option would be the 
merging of parallel model devel-
opments in order to combine the 
advantages of the model compo-
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nents in question in one unified 
component.

(3) How can the regional climate 
modelling in Germany make 
progress ? A quite vivid discussion 
arose on the choice for the sup-
port of the potential model candi-
dates for regional climate 
research.

In view of the limited personnel 
available, a decision on the priori-
ties for the replacement or addi-
tion of well functioning model 
systems by necessary new develop-
ments (non-hydrostatic models) 
has to be made. A consensus 
about this has to be found within 
the modeller community in order 
to produce a competitive model 
for future reserach on one hand, 
and to continue the ongoing daily 
work. Moreover, a future regional 
model ideally should be fully 
embedded within an existing 
global model framework, so that 
nestings and zoomings on arbi-
trary regional sub-sets will 
become easily possible.

These discussion items will be 
dealt with also on the forthcom-
ing meeting of the scientific steer-
ing commitee in June. In any case, 
the existing working material is 
excellent and provides a solid 
basis for a comprehensive com-
munity model system, which will 
be competitive in Europe as well 
as worldwide for the solution of 
pressing scientific and infrastruc-
tural problems.

The „Model and Data Group“ 
serves as a central node in order 
to bring this project to life. 
Progress will be made step by step 
in close coordination with the 
German climate research institu-
tions.

[Christoph Heinze, M&D]

Report on the 2. WLA Workshop
„Community models for climate research in Germany“, 

20.-21.2.2003 in Hamburg
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The subpolar North Atlantic is a 
key region for the large-scale cir-
culation of mass and heat in the 
Atlantic Ocean: Warm surface 
waters that have been advected 
northward by the Gulf Stream – 
North Atlantic Current system are 
subject to vigorous cooling during 
winter which leads to an increase 
in density and to deep convective 
mixing of surface waters, thereby 

transforming these water masses 
to North Atlantic Deep Water 
(NADW). The southward trans-
port of NADW forms the lower 
limb of the meridional overturn-
ing circulation (MOC), a key com-
ponent of the Earth’s climate 
system.

In the framework of “Sonderfor-
schungsbereich 460” [1] intensive 
studies (both observational and 

theoretical) have been conducted 
with the aim to identify and under-
stand the processes that govern 
the physical aspects of the MOC. 
Special emphasis has been put on 
MOC fluctuations in response to 
low-frequency (interannual to dec-
adal) atmospheric variability and 
to variations in the dense over-
flows from the Arctic Ocean, on 
the export pathways of NADW and 
its components to the subtropics, 
and on the quantification of the 
oceanic uptake of anthropogenic 
trace gases (such as CO2 and 
CFC). An important part of these 
studies is the FLAME [2] (“Family 
of Linked Atlantic Model Experi-
ments”) model hierarchy: Based 
on the MOM [3] code, both basin-
wide and regional models of dif-
ferent horizontal resolution are 
being used to investigate the char-

High-Resolution Modelling of Deep Water Formation in 
the Subpolar North Atlantic and its Role for Fluctuations 

of the Meridional Overturning Circulation
[J.-O. Beismann, L. Czeschel, Institut für Meereskunde Kiel]

http://www.ifm.uni-kiel.de/fb/fb1/tm/tm-e.htm
[René Redler, C&C Research Laboratories, NEC Europe Ltd., St. Augustin]

http://www.ccrl-nece.de/
[Klaus Ketelsen, Software Consultant, Berlin]

klaus.ketelsen@t-online.de

Figure 1: Magnitude of the horizontal velocity (cm/s) on the isopycnal surface  σ0= 27.85 (FLAME 1/12° model).
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acteristics of the MOC on differ-
ent time scales. A non-eddy 
resolving version (4/3° resolution, 
corresponding to 74 km grid spac-
ing at 60°N) is employed in cli-
mate change studies, 
eddy-permitting models (1/3°, 
18.5 km) are used in long-term 
integrations for tracer uptake and 
in sensitivity studies, while the 
eddy-resolving configuration (1/
12°, 4.6 km) enables us to analyse 
thermohaline processes in detail 
and serves in the interpretation of 
the (temporally and spatially inho-
mogeneous) observational data 
collected during the field experi-
mens of SFB 460.

The model domain of the 1/12° 
model covers the region from 18°S 
to 70°N and from 100°W to 16°E. 
The model has 1021x1406 hori-
zontal grid points and 45 vertical 
levels (approximately 65 million 
grid points). On the NEC SX6 
system at DKRZ a 1-D horizontal 
domain decomposition is used, 
resulting in an inner loop length 
close to an integer multiple of the 
vector register size. Communica-
tion between processors is realized 
using MPI. Using state-of-the-art 
parameterisations for subgrid 
scale and bottom boundary layer 
processes, the model has a memory 
size of approximately 25 GB. Typi-
cal simulations span time periods 
of 5-10 years. Running the model 
on 2 nodes (16 processors), a 10 
year simulation requires 30 days 
real time in dedicated use. The 
average performance of this con-
figuration is 45 GFlops, corre-
sponding to more than 35% of the 
theoretical peak performance. 
Based on these numbers, it is now 
conceivable to conduct not only 
idealized process and sensitivity 
studies, but also to carry out a 
“hindcasting” simulation of the 
period 1990-2003 including 
anthropogenic tracers, which will 
result in a unique data basis allow-

ing for a detailed interpretation 
and synthesis of observational 
data. 

Number of 
CPUs

GFlop/s

8 25.3

16 45.3

24 57.2

32 71.6

The table illustrates the scaling 
behaviour of our code in single- 
and multi-node applications. 
While the routines working on the 
3-D fields scale perfectly (includ-
ing the communication), total 
linear scalability is prevented by 
the 2-D conjugate gradient (CG) 
solver which is called once per 
time step. The CG solver requires 
additional communication in 
every iteration step, and the sum-
mation around islands creates 
both load imbalance and further 
communication.

A simulation of one month pro-
duces approximately 1.7 GB of 
output data. Each processor writes 
a snapshot of the output variables 
of its subdomain at predefined 
time intervals. In a postprocessing 
step the data is recombined for the 
whole domain and (usually) aver-
aged to monthly or seasonal 
means. For certain applications 
(e.g. off-line Lagrangian float 
diagnostics), however, high-fre-
quency output fields are needed, 
which leads to the necessity to 
store between 200 and 500 GB of 
data permanently (for a simula-
tion of 10 years, depending on the 
output frequency). The enormous 

computing power of the HLRE 
system thus implies the demand 
for sufficient storage capacities 
and for the installation of a 
machine on which postprocessing 
and analysis applications can be 
executed (including easy access to 
the storage system).

As an example for the quality of 
our simulations, Figure 1 shows 
the magnitude of the horizontal 
velocity on an isopycnal surface in 
the NADW range (σ0 =27.85; Sep-
tember monthly mean of the 16th 
year of simulation). The depth of 
this surface is 400 – 600 m in the 
region north of the Greenland-
Iceland-Scotland ridge, 1000 – 
1400 m in the boundary currents 
of the subpolar gyre, and it 
descends to depths greater than 
2000 m in the interior and sub-
tropical ocean. Our simulation 
reproduces with a high degree of 
realism the narrow structure of 
the boundary current system 
around Greenland and along the 
Labrador shelf. In the Labrador 
and Iceland basins, mesoscale vor-
tices play an important role for 
lateral mixing of water masses. A 
very interesting feature of this 
experiment is the presence of an 
intense eddy field around the 
Grand Banks of Newfoundland. 
These eddies seem to be crucial in 
shaping the details of the pathways 
of NADW export, a question that 
has become a focus of the physical 
investigations in SFB 460. The col-
laboration with sea-going ocea-
nographers will thus greatly 
benefit from the simulations car-
ried out on the NEC SX6 system.

REFERENCES
[1] www.ifm.uni-kiel.de/allgemein/research/projects/sfb460/sfb460-d.htm
[2] www.ifm.uni-kiel.de/fb/fb1/tm/research/FLAME/index.html
[3] www.gfdl.gov/MOM/MOM.html
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GFDL, HADLEY, MPIfM , NCAR) 
based on IPCC-emission scenarios 
(IS92, SRES).

 The M&D/MPIM contribution 
to CEOP (Co-ordinated Enhanced 
Observing Period) will be to incor-
porate the CEOP model output 
data into their CERA data base 
system through the application of 
the most current scientific data 
management techniques available 
and as a result they will be consid-
ered the Central CEOP Model 
output retention and handling 
Centre (CEOP-CMOC). The 
CEOP CMOC is part of the WDCC. 
M&D has responsibility for control 
of both the MOLTS and the grid-
ded data products. Other mirror 
sites for either the MOLTS data 
and some or all of the gridded data 
that may be implemented possibly 
at UCAR/JOSS and the university 
of Tokyo will be established as offi-
cial CEOP data centres that sec-
ondary or subordinate to MPIM. 
Such sites would be set up formally 
only through direct knowledge of 
and connection with M&D/
MPIM. 

• Scientific Projects: Data from 
scientific projects become part of 
the WDCC and are therefore acces-
sible for the community after a vali-
dation period of the data. Currently 
the HOAPS (Hamburg Ocean 
Atmosphere Parameters and Fluxes 

from Satellite Data) and the CAR-
IBIC (Civil Aircraft for Regular 
Investigation of the Atmosphere 
Based on an Instrumentation Con-
tainer) provide data to the CERA 
database. In co-operation with the 
BSH (Hamburg) observations 
from WOCE (World Ocean Circu-
lation Experiment) are integrated 
into CERA.

• Model like Observations Rean-
alysis data from ECWMF (ERA15) 
and NCAR (NECP40) are availa-
ble. The new ECMWF-Reanalysis 
Project (ERA40) is under way and 
we intend to include these data 
when they become available. Access 
to ECMWF data via the CERA 
database system is restricted to 
German scientists due to regula-
tions of the European national 
weather services. 

An example of the WDCC data 
content can be obtained from the 
IPCC scenario calculations of the 
ECHAM4 climate model. For the 
IPCC scenario IS92a („business as 
usual“) two decades have been 
recalculated with the high-resolu-
tion version T106. The data repre-
sent a spatial resolution of about 
130 km. The two decades are 1971-
1980 for the present and 2041-2050 
for the CO2-doubling. Fig. 1 (cover 
page) shows the maximum January 
wind speed near the surface for the 
two decades in the North Atlantic 
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Figure 3: Structure of the CERA metadata model as implemented by M&D in its 
climate database system

Level 1

Level 2

Experiment
Description

Pointer to
Unix-Files

Dataset 1
Description

Dataset n
Description

BLOB Data
Table

BLOB Data
Table

Figure 4: The semantic oriented data 
management within CERA contains 
two levels of complexity. Level 1 
includes the complete data description 
and the pointers to data files in 
the mass storage archive. Level 2 
additionally contains database tables, 
which archive climate data with 
respect to their expected application. 
For climate model data these data 
tables contain e.g. complete time 
series of global fields from individual 
climate variables.

– European sector and the anomaly 
between the two decades. The 
model shows an increase at the 
Norwegian coast and in central 
Europe. These data, the wind 
speed maximum in 6 hour time 
resolution, can be directly accessed 
from the WDCC because of the 
application oriented data storage. 
But even in this case of direct data 
access 250 Mbytes for each decade 
have to be processed.

For the future the data content of 
the WDCC is planned to be 
extended by instrumental observa-
tions and additional project data. 
The development of networking 
between the CERA database system 
and other data archives has been 
started. Then it is not necessary to 
copy data physically into a mirror 
section of the WDCC, as it has 
been done for the reanalysis data 
in the past. Networking allows to 
access climate data in remote 
archives while the physical location 
is transparent to the user. Addi-
tionally project data archive sup-
port is offered within the resource 
limits of the WDCC. Projects are 
welcome to use the existing facili-
ties and experience under the reg-
ularities of the WDC system.

[Michael Lautenschlager. M&D, 
Director WDC]
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Climate Data News
• ERA 40: The new generation 

of ECMWF‘s reanalysis data for 
the last 40 years will be finalised 
soon. We started to extract data 
from the MARS archive in Read-
ing. The status of the retrieval 
process is documented at 
http://mad.zmaw.de/e40/index.html. 

Presently monthly mean surface 
data are available in Hamburg. 
Integration into the CERA data-
base system is under development. 
We are discussing with the 
ECMWF  how to organise the data 
transfer from Reading to Ham-
burg. The entire amount of ERA 
40 data has been estimated to 15 
– 30 Tbyte depending on horizon-
tal and vertical resolution.

• DWD Station data: The 
German weather service (DWD) 
started to open the German sta-
tion data archive. The DWD entry 
point of the community climate 
data archive

 http://www.mad.zmaw.de/
Klimadaten/Klimaarchiv/

ausgangsseite.html

offers under „Klimadaten-
Online“ access to time series of 44 
German observation stations. The 
time series data are provided in 
station data standard format and 
are disseminated as daily data in 
ASCII format. The structure of 
the standard format is explained 
in the web pages.

• NOAA AVHRR Data: In coop-
eration with the DFD/DLR the 
CERA climate database system 
offers access to monthly mean SST 
data. The AVHRR satellite data 
are integrated into the local data 
catalogue and can be accessed via 
the project „DLR EOWEB“. The 
data download is transparently 
linked to the DFD in Oberpfaffen-
hofen. This is a first example of 
cooperation between the WDC for 
Climate in Hamburg and the 
WDC RSAT in Oberpfaffenhofen. 
Presently the SST‘s are restricted 
to the Mediterranean sea. North 
Atlantic and the Atlantic around 
Madeira are going to be imple-
mented.

Meeting
Das Herbsttreffen 2003 des 

Arbeitskreises Supercomputing 
der Zentren für Kommunikation 
und Informationsverarbeitung in 
Lehre und Forschung e.V. (ZKI) 
findet am Deutschen Klima-
rechenzentrum (DKRZ) in Ham-
burg statt.

Termin: 
30. September - 1. Oktober 2003

(Achtung: Der Termin liegt  
abweichend von den üblichen 
Gepflogenheiten des Arbeitskre-
ises Dienstag und Mittwoch!

Tagungsort: 
Geomatikum, Bundesstraße 55
D-20146 Hamburg, Hörsaal H5

Geplante Themen

• High Throughput Computing

• Filesysteme

• Archivierung

• nicht numerische Anwendungen

Genauere Informationen und 
Anmeldung unter

http://www.dkrz.de/zki.html

International Supercomputing Conference
(Heidelberg, June 2003)

Under the Headline “Focussing 
Todays HPC Key Application” this 
years International Supercomput-
ing Conference in Heidelberg

http://www.isc2003.org/
saw a session as well as a panel dis-
cussion on the topic of “Earth 
System Modeling“ - a fact which 
emphazises the importance of 
High Performance Computing 
(HPC) for Earth System Research 
and vice versa.

From the conference webpage:
The only laboratories available for 

Climate Change and Earth System 
Research are numerical models. To 
apply global high resolution models 
scientists have to use High Perform-
ance Computers. Traditionally and in 
modern times HPC systems and com-
pute centres devoted to meteorological 
applications were high in the TOP500 
ranking, just to mention a few:

• NCAR‘s long line of Cray and IBM 
machines

• ECMWF systems from Cray, 

Fujitsu and most recently IBM
• The German Climate Compute 

Centre (DKRZ), as one of the very few 
compute centres devoted to climate 
research exclusively, with Cyber, Cray 
and NEC systems

• Last but in no sense least the Earth 
Simulator Project, employing at least 
for a few years to come an NEC system 
being the worlds most powerful 
machine

The session was chaired by Rein-
hard Budich., MPI Hamburg, 
Speakers and Panelists included: 
Ulrich Cubasch, FU Berlin, 
Warren M. Washington, NCAR, 
Walter Zwieflhofer, ECMWF, and 
Tetsuya Sato, Earth Simulator 
Center.

The latest TOP500 lists our NEC 
SX-6 on rank 33nd showing that  
DKRZ features as one of the most 
powerfull HPC centers in germany 
and as one of the leading centers 
for earth system modelling world-
wide. See:

http://.www.top500.org/
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OUR SERVICES

• COMPUTER TIME FOR EARTH SYSTEM MODELLING:
Top level computing ressources and archive capacity are available to  all interested research groups 
working on climate and earth system modelling. DKRZs  scientific steering committee (WLA) 
selects admissible projects. 
INFORMATION:  http://www.dkrz.de/projects 
EMAIL:   projects@dkrz.de
RESPONSIBLE:  Joachim Biercamp (EXT -314)

• SUPPORT FOR USERS:
Support for porting models to DKRZ computers, support for model optimization, visualisation 
services and  general user support to all users. 
INFORMATION:  http://www.dkrz.de/support 
EMAIL:   beratung@dkrz.de
RESPONSIBLE:  Help Desk (EXT -275)

• COMMUNITY CLIMATE MODELS:
M&D provides numerical models and diagnostic software as well as user support
for their application and carries out comprehensive climate model runs.
INFORMATION:  http://www.mad.zmaw.de/ClimateModels
EMAIL:   model@dkrz.de
RESPONSIBLE:  Christoph Heinze (EXT -376)

• DATA SUPPORT:
Provision, maintenance and easy access of climate research relevant data of different research 
groups as well as post-processing tools and the support of users of the climate data base.
INFORMATION:  http://www.mad.zmaw.de/ClimateData
EMAIL:   data@dkrz.de
RESPONSIBLE:  Michael Lautenschlager (EXT -297)

Phone: +49 40 41173-334
Email: sekretariat@dkrz.de
Web: http://www.dkrz.de
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Max-Planck-Institut für Meteorologie
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D-20146 Hamburg, Germany


