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New supercomputer „Mistral“ at DKRZ delivers 

particularly detailed regional climate simulations for 

Germany 
 

Hamburg, October 5th, 2015: During the festivities at the Deutsches 

Klimarechenzentrum (German Climate Computing Center, DKRZ), the new 

work horse of climate research in Germany was officially inaugurated. 

“Mistral”, one of the world’s most state-of-the-art and energy efficient 

supercomputers used for climate simulations makes its official debut. 

41 racks, each the size of a telephone box and weighing up to a metric ton, house 

the new supercomputer named “Mistral”.  When thinking about the typical size of a 

standard PC, one can imagine what level of performance such a system in this 

dimension may have. In its final stage of expansion, which will be completed in 

summer 2016, Mistral will be 20 times faster than its predecessor although its 

energy consumption will remain the same. Its processing power will then more 

than double from 1.4 to 3 PetaFLOPS, that is 3 quadrillion floating point operations 

per second. Theoretically, this translates to the approximate total performance of 

100,000 notebooks. The storage capacity integrated into the system is larger than 

20 Petabytes today and will even increase to 50 Petabytes in 2016 – about the 

same amount of space required to store ten million feature films. In this way, DKRZ 

is committed to adapting to the increasing requirements of its users, allowing for 

more detailed and statistically more reliable climate simulations. Thus, more and 

more important processes in the atmosphere, the ocean and the biosphere can be 

taken into account and understood. 

How then is climate simulated? In climate modeling, atmosphere and ocean are 

subdivided into numerous grid cells. For each of these cells and based on initial 

values for the physical variables, complex physical equation systems are solved in 
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order to get new values for a point later in time. These are then used as new 

starting values, and the computation is repeated once again from the beginning to 

calculate a point further into the future. The finer the grid, the shorter the time 

increment has to be, which means that even more computations are needed for the 

same time period simulated. So, for example, doubling the resolution would lead to 

about 10 times the number of calculations. 

Regional models of Germany, for example, were only possible with a grid 

resolution of 10 km or more. In contrast, the new supercomputer Mistral enables 

the simulation of the same area with a resolution of 100 m. With such a high 

resolution model, small scale processes such as the formation of clouds can be 

directly simulated, now making much more detailed regional climate simulations 

possible. Regional phenomena including heavy precipitation events can be 

simulated. In this way, Mistral allows us to better face one of the biggest challenges 

in climate research: the complexity and dynamics of our climate. 

Beyond that, DKRZ plays an important role in collecting and redistributing climate 

model data for scientists all over the planet. Its huge tape-based archive system is 

currently comprised of more than 20 million files with a total size of about 40 

Petabytes. Numerous studies and publications are being made based on the data 

delivered by DKRZ, which, for example, contribute to the IPCC assessment reports. 

The results of the climate projections carried out, for example, also support the 

German Federal Government with respect to the upcoming negotiations at the 

COP21 conference in Paris. 

Total investment costs for the new system are on the order of 41 million Euros, 

2/3 of which are funded by the German Ministry for Education and Research 

(BMBF) and 1/3 by the Helmholtz Association (HGF). The new supercomputer was 

built by the French Company Atos/Bull. 
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More on the Deutsches Klimarechenzentrum (DKRZ): 
„One cannot build a model of the earth in a laboratory.“ Instead, for experiments, climate and earth-
system research relies on climate models and computer simulations. DKRZ enables the German 
climate research access to special high-performance computers and data storage systems, which 
are particularly configured with regard to the workflows applied in climate modeling. In this way, 
complex processes such as the interdependencies between the atmosphere, land and ocean can be 
simulated with computer programs, allowing possible climate changes in various future scenarios 
to be calculated. At the same time, the staff at DKRZ provides support for scientists in regard to the 
optimization of models for the applied computing architecture and for the evaluation, visualization 
and publication of the extensive climate data.  
DKRZ is a non-profit company, having four shareholders: Max Planck Institute for Meteorology 
(55%), Free and Hanseatic City of Hamburg, represented by the University of Hamburg (27%), 
Helmholtz Center in Geesthacht – Center for Material Research and Coastal Research (9%) and the 
Alfred Wegener Institute, Helmholtz Center for Polar and Marine Research (9%). 
DKRZ was founded on November 11th, 1987 and currently maintains 70 members of staff. The 
Managing Director, Prof. Dr. Thomas Ludwig also leads a work group in the discipline of computer 
science at the University of Hamburg on the subject of scientific computing. 


